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Motivation Scenario: Pursuit-Evasion on Road Network Self-Confidence Formulation
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* No low level/expert system knowledge

—How well has the autonomy done in similar circumstances?

 Comfortable with the problem

Example Calculation: Outcome Assessment

* Decisions influenced by trust

User Trust Model

* Interrogate the autonomy

Logistic UPM/LPM Metric
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Be courageous. Be visionary. Be daring.
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