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The organizers: In your talk, we would love to hear…  
•your definition of trust,  
•the role of trust in human-robot interaction/collaboration, and  
•your view on "social trust in autonomous systems." 

Outline

Thoughts on … 
•How does trust factor in formal verification and synthesis? 
•How do formal verification and synthesis help establish trust?
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Formal verification and synthesis

What will all this math have anything to do with social trust?
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UAV Mission Planning

Image source: AFRL

A human operator remotely works with an 
unmanned air vehicle 

•sensor tasks, e.g., steering the onboard sensor to 
capture imagery of targets  

•high-level piloting commands, e.g., how many 
loiters to perform at each waypoint 

Autonomy in unmanned air vehicles 
• low-level piloting (e.g., way-point navigation, loitering) 
•automated mission planning 

Mission specifications (to be) expressed in a 
formal language 

•covering all the waypoints while avoiding 
restricted operating zones 

•loitering over certain waypoint to capture 
sensor images of the target 

•patrolling of certain road 

Quantitative objectives: completion time, 
fuel usage, …
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Specify + Synthesize + Implement

(with 
Kumar Lab 

at Penn)
Correct-By-Construction 

Synthesis 

Executable Code  
Generation

Hardware Implementation 
(or high-fidelity simulation)
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What if things do not work out?
There usually is a reason. And, a counterexample that explains why.

a counterexample for a toy problem
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Structured Counterexamples

Compute counterexamples that can be understood by “humans” 
•Uses the same alphabet and grammar with humans 
•Respects the limitations (expressivity, bandwidth, etc.) of the interface
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Example plays 
• Random building patrol 
• Detect target at locx 

• Monitor locy or locz

User interface based on “play calling”



Ufuk Topcu 10

Structures in Counterexamples in Terms of Plays

“Building Patrol” · (“Detect Target at x” + (“Monitor y” || Monitor z”)) 

sequential alternative interleaving
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Process algebra statements to create missions out of plays:

Structure: 
•Minimal number of plays 
•Temporal or logical relations at the play level 
…
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• Model each play as a discrete-
time Markov chain with special 
entrance and exit conditions, 
where probabilistic distributions 
are used to represent 
uncertainties in system behavior 

• Compose plays into a Markov 
decision process (MDP), where 
the nondeterminism is introduced 
through the alternative and 
interleaving operators 

(An) Abstraction of Plays

• Find a subsystem of the MDP that violates the probabilistic specifications 
and involves a minimal number of plays



Ufuk Topcu 12

Counterexamples with minimal number of plays 
as a mixed integer linear program

Binary variables indicate if a 
state partition is included in 
the counterexample

The probabilistic reachability 
property is violated 

Intuition: encoding MDP 
transition probabilitiesonly one action is 

chosen at exit 
states

X: set of 
exit states

T: set of 
target states

Property:

Structured counterexample:

   Scales relatively 
well for the UAV 
example with more 
than one vehicle.
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Humans and autonomous systems live together. 
But, they don’t in formal verification and synthesis yet.
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Will formal verification and synthesis ever have an 
impact on social trust?

I don’t know. 

But, they must (?) have an impact on certification.

https://www.dmv.ca.gov/

And, certification is a precursor to trust. 
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In order to learn to trust, we need the autonomous systems on the street.

User study (based on 
surveys)? 

   Compare social trust in 
autonomy in Mountain 
View, CA and Austin, TX to 
other neighborhoods with 
similar demographics


