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Outline	

•  IntroducCon	
– The	problem	of	trust	in	cyber-physical	systems	

•  Previous	related	projects	
– QuanCtaCve	trust	in	federated	networked	
systems	

– DiabeCc	paCents’	trust	in	insulin	pumps	

•  Vision	and	open	quesCons	
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CharacterisCcs	of	CPS	

•  Pervasive	computaCon,	sensing	and	control	
•  Networked	at	mulC-	and	extreme	scales	
•  Dynamically	reorganizing	/	reconfiguring	
•  Increasing	degree	of	automaCon		
•  Dependable	operaCon	with	potenCal	
requirements	for	high	assurance	of	reliability,	
safety,	security,	and	usability	

•  Human	in/on	the	loop		
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The	problem	of	trust	in	CPS?	
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--	AAA	Survey	(March	2016)		

--	IEEE	Spectrum	(June	2016)		



Trust	

•  DicConary:	TRUST,	-noun:	
–  belief	that	someone	or	something	is	reliable,	good,	honest,	
effecCve,	etc.		[Merriam-Webster]	

–  belief	that	somebody/something	is	good,	sincere,	honest,	
etc.	and	will	not	try	to	harm	or	trick	you.	[Oxford]	

•  Our	DefiniCon:		
–  Trust	is	the	expectaCon	of	an	enCty	with	respect	to	certain	
properCes	or	acCons	of	another	enCty	under	a	specified	
context	and	Cme,	considering	the	risks,	incenCves,	and	
historical	informaCon.	
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Needs:	trust	management	for	CPS	

•  Increasing	autonomy	
– How	to	assure	trustworthy	and	reliable	operaCon?	

•  Distributed,	networked	complex	systems	
– Decentralized	policies,	dynamic	environment	

•  InteracCng	with	human	operators	
– How	does	the	system	express	its	capability/intenCon	
to	human	operators?	

•  Social	implicaCons	
– Decision-making	based	on	social	rules,	customs,	laws,	
values,	and	ethics	
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Principal	QuesCons	

•  Who/what	to	trust?	
•  How	much	to	trust?	
•  How	to	interact	accordingly?	
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Challenges	

•  What	is	the	basis	of	trust?	
•  What	is	the	appropriate	noCon	of	trust?	
•  How	to	establish	trust?	
•  How	to	maintain/update	trust?	
•  How	to	use	(the	level	of)	trust?	
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Research	Issues:	trust	management	for	CPS	

•  Who	is	trusCng	whom	
– Human	to	human	
– Human	to	machine/automaCon	
– Machine	to	human	
– Machine	to	machine		

•  How	to	express	trust?	
•  How	to	establish/evaluate	trust?	
•  How	to	maintain	trust?	
•  MulC	facets	(mulCple	factors	contribuCng	to	
trustworthiness)	
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QuanCtaCve	Trust	for		
Federated	Networked	Systems	

•  The	problem	of	TRUST	
–  Decentralized	policies	
–  Dynamic	environment,	parCal	trust	
–  Complex	“trust”	models	(logic	+	reputaCon),	in	reality	

•  ApplicaCons	
–  E-commerce	systems	
–  Service	composiCons		
–  Reusing	components/subsystem	in	complex	DoD	systems	
–  Crowd-sourced	development	
–  Social	Networks	
–  Medical	systems	
–  Cloud	compuCng	
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Motivation 
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Trust	in	shared	
informaCon	/	services 

• DoD	GIG	(Global	
InformaCon	Grid) 

• Wikipedia		/	Wikitrust	
• TrusCng	google	result 

Trust	in	a	single	
system	/	network	
(system	of	systems) 

• Trusted	CompuCng	
• Safe	on-line	shopping,	
e-Commerce		

Trust	in	social	networks 

• Facebook,	Twimer 
• Use	social	networking	
safely		

	 

•  GiG	and	possibility	of	
amackers	modifying	data		

•  Search	engine	poisoning		

	 

• Malware	,	virus,	worm		
•  Router's	error	crashed	
the	Internet		

		 

•  Social	engineering	amack	
•  Revoking	trust	in	
companies		

If trust break... 



Goal and Scientific Challenges 
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•  Develop	the	fundamental	understanding	of	“trust”	and	its	
applicaCon	to	large	complex	federated	systems	

Goal 

• Establishing	trust	under	condiCons	of	uncertainty 
• What	is	trust,	when	assumpCons	can	change? 
• Trust	metrics	not	Ced	to	idenCfy	and	resilient	to	amacks 
• ComposiConal	SemanCcs	of	trust 
• Trust	in	anonymous	communicaCon	networks 
• Trust	in	system	of	systems 

• RevocaCon	of	trust 
• Making	decisions	based	on	trust 
• Understanding	amack	models 
• Bayesian	techniques	are	needed	to	account	for	parCal-trust 

ScienCfic		Challenges 

MURI Review Meeting 



Given	mulCple	trust	management	policies	
over	different	networks,	determine	a	

unified	enterprise	level	framework	and	its	
ability	to	withstand	disrupCons.	

Our Approach 
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Trust	Management	
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Policy-Based Trust Mgmt. (PTM)	 Rep-Based Trust Mgmt. (RTM)	

QUANTITATIVE TRUST MANAGEMENT (QTM)	

•  Effective for delegated 
credentials and access 
enforcement 
•  Can’t handle uncertainty and 
partial information 

•  Quantifies trust relationships 
•  No delegation (i.e., reputation 
non-transferable) 
•  No enforcement 

•  Combine PTM and RTM 
 
•  Dynamic interpretation of authorization 
policies for access control decisions based on 
upon evolving reputations of the entities 
involved 
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Quantitative Trust Management (QTM) 
•  QuanCtaCve	Trust	Management	(QTM)	provides	a	dynamic	interpretaCon	of	authorizaCon	

policies	for	access	control	decisions	based	on	upon	evolving	reputaCons	of	the	enCCes	
involved	

•  QuanTM	is	a	QTM	system	that	combines	elements	from	RTM		
and	PTM	to	create	a	novel	method	for	trust	evaluaCon	

–  Describes	the	Trust	Dependency	Graph	(TDG),	a	tree-encoding	of	policy-based	trust	relaConships	apt	
for	reputaCon	applicaCon	

–  ReputaCons	of	not	just	PRINCIPALS,	but	also	DELEGATIONS	and	CREDENTIALS	are	aggregated	to	
arrive	at	a	final	value	

An Example TDG The QuanTM Architecture 



QTM	Architecture	
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QTM Challenges 
•  What	is	the	proper	way	to	mathemaCcally	combine	reputa/ons?	

–  Involves	integraCon	of	logical/quanCtaCve/probabilisCc	reasoning	
–  Is	there	a	means	to	agreeably	synthesize	distributed	observaCons?	

•  How	does	a	designer	counter	malicious	a<acks	using	game-theory	strategies?	
–  Amackers	will	try	to	exploit	all	features	of	a	trust	system	
–  Are	there	techniques	to	provide	PROVABLE	resilience	to	amack?	

•  What	decision-theore/c	approach	is	appropriate	for	trust	situaCons?	
–  Huge	parameter	space	a	complicaCng	factor	
–  Bayesian	techniques	are	needed	to	account	for	parCal-trust	
–  Can	this	integraCon	provide	a	means	for	credenCal	revocaCon?	

•  How	does	one	integrate	policy-based	and	reputaCon-based	TM?		
–  What	are	the	relaConships	between	latencies	for	authorizaCon	decisions	and	the	number	of	nodes	in	

a	QTM-managed	system?	
–  What	is	the	duraCon	of	inconsistent	authorizaCon	informaCon	in	a	system	as	policy	decisions	are	

updated?	
–  How	stable	and	predictable	are	the	behaviors	of	a	large-scale	QTM	system	in	the	face	of	rapid	

changes	in	factors	such	as	policies,	environment	and	reputaCons?	

6/26/09 18 MURI Review Meeting 
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AS# Reputation (MURI) 

•  PotenCal	unifying	applicaCon	of	PTM,	RTM,	and	QTM	concepts	
•  Autonomous	Systems	(AS)	are	core	Internet	rouCng	enCCes.	AS	act		

as	hops	(and	ulCmately	hosts)	in	IP	rouCng	tables.	
–  PTM:	AS#’s	(unique	IDs)	are	delegated	hierarchically,	similarly	with	IP	blocks.		Amempts	

to	secure	BGP	rely	heavily	on	PTM-approaches,	to	ensure	an	AS	actually	owns	the	IP	
they	are	amempCng	to	broadcast	

–  RTM:	An	AS	originates	(hosts)	some	porCon	of	IP	space.	Thus,	we	can	use	our	‘IP	Block	
ReputaCon’	approach	to	associate	reputaCon	values	with	Autonomous	Systems.		

–  QTM:	A	synergy	of	the	above	techniques	could		
addiConally	secure	BGP,	permit	the	discovery		
of	spam-friendly	ISPs,	etc.			

IANA 
AS#: All 

ARIN 
AS#:1-100 

COMCAST 
AS#:25-50 

….. 
UDEL 
AS#:34 

XBL IP Blacklist System 

AS# Delegation 
(and perhaps 
similarly with IP del.) 

Google IP BLACKLIST 
128.25.0.0 
5.0.78.112 
64.10.5.89 

….. 

Yahoo! 

ISP-1 

….. 

….. 
ß RTM 

 
 

PTM à 



QTM-based	Networked	Control	System	
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•  Redundant	communicaCon	
channels	are	useful	for	networked	
control	system	as	they	provide	the	
ability	to	tolerate	faults	and	
malicious	behaviors	occurred	in	
networks.		

•  ObservaCon:	
–  With	both	faulty	and	lossy	

channels,	a	simple	triple-modular	
redundancy	scheme	with	majority	
voCng	may	not	be	sufficient	to	
maintain	stability	of	a	controlled	
plant	

•  Our	Approach	
–  Integrate	a	reputaCon	manager	

with	the	networked	control	
system	to	improve	the	decision	
making	process	and	to	enhance	
the	overall	stability	of	a	plant	
being	controlled.	



Risk	Control 
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•  Key ideas: 

①  Relies on majority voting 
result, if it succeeds. 

②  Relies on channel’s 
behavior model to select 
control input in other 
cases. 

③  Applies bounded control 
inputs to control risk. 



STiki:	Wikipedia	vandalism	detecCon	
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•  Based	on	revision	meta-data	
–  Fast	and	efficient	

•  SpaCo-temporal	reputaCon	
–  Use	past	event	history	
–  In	the	absence	of	history,	use		

reputaCon	of		similar	enCCes	

•  Editor	reputaCon	is	based		
on	“undo”	history	
–  Fully	automaCc	feedback	collecCon	from	trusted	users	
–  Does	not	require	vandalism	definiCon	

•  300+	users,	800,000+	edits	reviewed	
290,000+	vandalisms	undone	[2013]	



Outline	

•  IntroducCon	
– The	problem	of	trust	in	cyber-physical	systems	

•  Previous	related	projects	
–  (Machine	to	machine)	QuanCtaCve	trust	in	
federated	networked	systems	

–  (Human	to	machine)	DiabeCc	paCents’	trust	in	
insulin	pumps	

•  Vision,	challenges,	and	future	work		
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Type	1	Diabetes	(T1D)	on	Insulin	Pumps	
•  Sensor-augmented	subcutaneous	insulin	therapy	

–  30%	-	40%	T1D	paCents	in	the	US	use	insulin	pumps	
–  Requires	user	supervision	
–  CriCcal	needs	for	understanding	the	impact	of	insulin	pumps	on	
diabeCc	users,	as	highlighted	in	a	American	AssociaCon	of	
Clinical	Endocrinologists	report	
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Clinical	Dataset	
•  The	dataset	involves	55	T1D	paCents	

–  Age	45.7	±	15.3,	body	weight	79.2	±	21.9	kg	
–  Average	Cme	duraCon	31	days	

•  Sensor-augmented	insulin	pump	data	
–  CGM	readings,	mealCmes	&	carb	counts,	pump	suggested	boluses,	

user-selected	boluses	
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“Eat-Trust-Correct”	Modeling	Framework	

•  Eat:	how	ozen	the	paCent	eats	throughout	a	day,	and	how	much	carbohydrate	he/
she	eats	

•  Trust:	whether	the	paCent	follows	the	BWZ	recommended	bolus	doses,	and	if	not,	
how	much	dosage	he/she	adjusts		

•  Correct:	how	ozen	the	paCent	takes	correcCon	boluses	and	how	much	dosage	he/
she	takes	

26	

Idle 

Eat Trust Correct 

Meal	Bolus!	
CorrecCon	
Bolus!	Carb!	

Suggested	
meal	bolus?	



Clustering	of	PaCent	Behavior	Pamerns:	
Trust	
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38	PaCents	

12	PaCents	 3	PaCents	

2	PaCents	

92%	Follow	5%	High	

3%	Low	

26%	Follow	73%	High	

1%	Low	

75%	Follow	21%	High	

4%	Low	

63%	Follow	7%	High	

30%	Low	

User	Selected	
Bolus	Dose	

Pump	Suggested	
Bolus	Dose	



Outline	

•  IntroducCon	
– The	problem	of	trust	in	cyber-physical	systems	

•  Previous	related	projects	
– QuanCtaCve	trust	in	federated	networked	
systems	

– DiabeCc	paCents’	trust	in	insulin	pumps	

•  Vision	and	open	quesCons	
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Vision	

•  Decision	Support	based	on	Trust	Management	
– State	of	Nature:	Are	the	(other)	CPS	systems	
trustworthy?	

– ObservaCons:		
•  Prior	behaviors	of	these	systems;		
•  CerCficaCons	by	(parCally-trusted)	authoriCes	

– Loss	FuncCon:	To	be	suitable	defined	
– Decision	AcCons:	to	(or	not	to)	depend	on	services	
provided	by	CPS	systems	
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Desirable	ProperCes	

•  Need	composable,	dynamically	computable	
noCon	of	trust.	

•  Trust	should	be	quanCtaCve,	learned	from	
history,	and	sensiCve	to	context	...	not	
absolute.	

•  Policy	and	CredenCals	should	be	formally	
specified	and	revocable.		
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Research	QuesCons	
•  How	to	accumulate	reputaCon/feedback?	Locally	or…	
should	there	be	trusted	authoriCes?	

•  How	can	(central/distributed)	authoriCes	monitor	
transacCons	to	compute	current	trust	levels	without	
violaCng	privacy?	

•  How	do	we	compose	trust	values	computed	over	Cme	
and	from	different	components	of	a	CPS	system?	

•  What	are	appropriate	Loss	values?	How	sensiCve	is	our	
decision	procedure	to	the	exact	values.	
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Research	quesCons	

•  How	to	build	a	unified	framework	for	
expressing,	establishing	and	evaluaCng	
different	types	of	trust	among	humans	and	
machines	in	CPS?	

•  What	is	the	right	granularity	for	trust	model?	
•  What	data	are	the	best	indicators	of	
trustworthiness?	

•  How	do	we	conCnually	monitor	and	modify	
the	way	we	compute	trust?	
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Thank	You!	
QuesCons?	
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