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Abstract

The immense technological advancements in the past decade
have enabled robots to enjoy high levels of autonomy, paving
their way into our society. The recent catastrophic accidents
involving autonomous systems (e.g., Tesla fatal car accident),
however, show that sole engineering progress in the technol-
ogy is not enough to guarantee a safe and productive partner-
ship between a human and a robot. In this paper we argue that
we also need to advance our understanding of the role of so-
cial trust within human-robot relationships, and formulate a
theory for expressing and reasoning about trust in the context
of decisions affecting collaboration or competition between
humans and robots. Therefore, we call for cross-disciplinary
collaborations to study the formalization of social trust in the
context of human-robot relationship. We lay the groundwork
for such a study in this paper.

Introduction
In recent years, tremendous progress has been made in de-
sign and engineering of autonomous systems. Mobile auton-
omy, which involves complex autonomous decision making
based on sensor input such as camera-controlled vision, is
now a reality. Examples include driverless cars, home as-
sistive robots and unmanned aerial vehicles. The ultimate
goal of these systems is to increase the quality of human
life by reducing the need for human involvement in repeti-
tive tasks and improving safety. Since autonomous systems
are expected to work with or alongside humans in our soci-
ety, they need to communicate and interact with humans, as
well as other autonomous machines, understand the social
context of the situation they have been placed in, and be-
have, and be seen to behave, according to the norms of that
context. Therefore, a home assistive robot is expected not
to break the dishes and a self-driving car to correctly signal
its intention when deciding to take a step that invades the
private space of other cars. However, as the recent incident
with the Google car indicates (Lee 2016a), when a Google
car crashed into a bus while merging into traffic, this is a
difficult and as yet poorly understood concept.

Social contexts are governed by complex relationships, of
which the key to forming partnerships is trust. Human part-
nerships such as cooperation are influenced not only by ob-
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jective factors, e.g., location information and visibility con-
ditions, but also subjective factors that include personal mo-
tivation, emotional state, preferences and experience. In the
context of technology, trust has been studied as a basis of
human-automation partnership (Lee and See 2004), where
it is postulated that trust guides reliance on automation, and
that inappropriate reliance may have catastrophic outcomes.
In particular, an inappropriate level of trust in (the ability
of) automation leads to misuse or disuse of automation, re-
sulting in an improper partnership (Parasuraman and Riley
1997). Misuse refers to over-reliance on automation, which
can result in failures of monitoring or decision biases. A per-
tinent example is the very recent Tesla fatal car accident
while on autopilot mode (Lee 2016b). The data from the
car show that the driver did not have his hands on the steer-
ing wheel, which is a requirement of the technology, indi-
cating over-reliance (“overtrust”) by the driver, likely influ-
enced through his personal motivation and subjective pref-
erences. Such an attitude is not unique to this incident, and
similar behaviors are also observed in experimental stud-
ies, e.g., (Miller et al. 2015). In contrast, disuse signifies the
neglect or under-utilization of automation and occurs com-
monly when people reject the capabilities of automation. By
understanding how human trust in an autonomous system is
formed and evolved, we can mitigate misuse (over-reliance)
and disuse (under-reliance) of automation, thus taking a step
closer to the goal of autonomous systems.

In this paper we argue that, as mobile autonomous robots
become more and more embedded in our society, we need
to advance our understanding of the role of social trust
within partnerships beyond that of human-automation rela-
tionships, and formulate a theory for expressing and reason-
ing about trust in the context of decisions affecting collabo-
ration or competition between humans and robots, and, sym-
metrically, robots and humans. Such a study of trust is nat-
urally a cross-disciplinary challenge. Trust is a social psy-
chological concept, but a rigorous formalization is needed
to endow technology with an ability to reason about trust.
Therefore, we need to seek a rigorous model of social trust,
together with a method for quantification of trust, a dynamic
model for the evolution of trust, and a logic to express spec-
ifications involving trust. This is a challenging yet necessary
task and involves many aspects, including sociology, psy-
chology, cognitive reasoning and logic, in addition to com-



putation. In this paper, we lay the groundwork for such a
study.

Related Work
Trust has actively been the subject of studies in a wide rage
of domains such as management, psychology, philosophy,
and economics. The contexts of the majority of these stud-
ies are interpersonal relationships (Rempel, Holmes, and
Zanna 1985; Tan and Tan 2000), individual-organizational
relationships (Morgan and Hunt 1994; Nyhan 2000), and
individual-technology (human-computer) interaction (Lee
and Moray 1992; McKnight and Chervany 2001; Marsh and
Dibben 2003). The studies in the human-human and human-
organization relationships provide valuable insights in qual-
itative analysis of trust. Nevertheless, our focus is on under-
standing and quantification of trust in human-robot interac-
tion, with specific emphasis on high levels of autonomy.

Existing works on trust in human-technology relation-
ships can be roughly classified into three categories:
credentials-based, experience-based, and cognitive trust.
Credentials-based trust serves as an alternative to traditional
security technologies, and its goal is to determine whether a
user (agent) can be trusted based on a set of credentials and
a set of (security) policies (Kagal, Finin, and Joshi 2001;
Marsh and Dibben 2003; Müller 2013). Experience-based
trust, which includes reputation-based trust in peer-to-peer
and e-commerce applications, focuses on determining an
agent’s trust value based on its own experiences in pre-
dicting the probability of the execution of a certain action
by another agent (Karvonen, Cardholm, and Karlsson 2001;
Corbitt, Thanasankit, and Yi 2003). Many approaches exist
to compute such trust values, employing various approxi-
mate distributions, e.g., (Ismail and Josang 2002; Nielsen,
Krukow, and Sassone 2007). Without a formal foundation,
however, it is not clear how reliable these approaches are
(Krukow, Nielsen, and Sassone 2008).

Cognitive trust captures the social (human) notion of trust,
which is the most applicable type of trust in human-robot
relationships and is therefore key to expressing trust-based
decisions between humans and robots. A theory for cogni-
tive trust is introduced in (Falcone and Castelfranchi 2001)
based on the influential work of (Mayer, Davis, and Schoor-
man 1995) in organizational trust. In (Falcone and Castel-
franchi 2001), the term trust is used to refer to a mental state,
that is, a belief of a cognitive agent about the achievement
of a desired goal through another agent or through itself.
The proposed theory is founded on the concepts of belief,
goal, ability, willingness and opportunity. While it provides
a strong and deep intuition of trust, that work lacks rigor-
ous semantics. Since then, there have been attempts, e.g.,
(Meyer, van der Hoek, and van Linder 1999; Jøsang 2001;
Herzig et al. 2010; Herzig, Lorini, and Moisan 2013), to for-
malize the theory of trust due to (Falcone and Castelfranchi
2001) in terms of various logic modalities, but none consid-
ers a quantitative analysis.

There exist many works on quantitative and dynamic
modeling of trust in human-robot interaction, e.g., (Steinfeld
et al. 2006; Freedy et al. 2007; Hancock et al. 2011). Most
of these approaches are based on empirical observations and

lack mathematical and theoretical foundations. The few ex-
ceptions to this, e.g., (van Maanen and van Dongen 2005;
Sweet et al. 2016; Setter, Gasparri, and Egerstedt 2016), are
still in preliminary form. In particular, the work in (van Maa-
nen and van Dongen 2005) presents a computational (agent-
based) model of the cognitive process (trust) in the context
of task allocation decision making by combining the con-
cepts introduced in (Falcone and Castelfranchi 2001) and
decision field theory. The proposed model is overly simpli-
fied and is not experimentally validated. The trust dynamic
models introduced in the recent works of (Sweet et al. 2016;
Setter, Gasparri, and Egerstedt 2016) are based on control-
theoretic approaches. Although the models include detailed
mathematical derivation, their relationship to the theory of
cognitive trust is unclear, and validation of the models re-
mains to be investigated.

Towards Formalization of Trust
Trust is a multifaceted abstract concept and should be for-
malized within a context. Once a context has been agreed,
given an appropriate definition, a theory can be developed
that serves as the foundation for formalization. The setting
considered in this paper is the context of (cognitive) trust in
human-robot relationship. In this section, we discuss the rel-
evant definitions of trust and explain the theory of cognitive
trust. We also point out possible approaches to quantification
of this trust and how to model its evolution.

Definition of Trust
Trust is an umbrella concept that often has a different mean-
ing in different contexts. A general definition that also ap-
plies to our context describes trust as a subjective evaluation
of a truster on a trustee about something in particular, e.g.,
the completion of a task, (Hardin 2002). This definition indi-
cates the importance of the goal-oriented nature of trust and
the fact that it is relative to that goal. The most widely used
and accepted definition, though, is given by (Mayer, Davis,
and Schoorman 1995) with over 1,400 citations as of July
2016, which defines trust as the willingness of a party to be
vulnerable to the actions of another party based on the ex-
pectation that the other will perform a particular action im-
portant to the trustor, irrespective of the ability to monitor or
control that party. This definition signifies the importance of
the role of trust in relationships by identifying vulnerability
as a critical element of it. This point is in agreement with
(McKnight and Chervany 2001) that argues that each trust
definition must include the phrase: “with a feeling of rela-
tive security in a situation of risk.” In other words, by “trust-
ing” an autonomous system, an individual delegates respon-
sibility for actions to the autonomous system and willingly
accepts to put oneself at risk (possible harm).

The above definitions capture different facets of trust.
They characterize trust as a belief, attitude, intention, or be-
havior, where trust may be interpreted as all of the above.
A definition that attempts to bring these characteristics to-
gether is given by (Lee and See 2004), where trust is defined
as the attitude that an agent will help achieve an individ-
ual’s goals in a situation characterized by uncertainty and



vulnerability, where attitudes are based on beliefs and de-
rive intentions, resulting in a behavior (Fishbein and Ajzen
1975). This definition of trust seems appropriate for the con-
text of human-robot partnership, where trust is an attitude
and the behavior is reliance. The development and erosion
of this attitude (trust) are governed by cognitive processes.
These concepts have been captured by the influential cogni-
tive theory of social trust introduced by (Falcone and Castel-
franchi 2001), which we describe next.

Cognitive Theory of Social Trust
The work of (Mayer, Davis, and Schoorman 1995) sets the
stage for a formulation of trust that is well suited to dynam-
ical analysis. That work argues that trust is determined by
the trustor’s propensity to trust in general and the ability,
benevolence, and integrity of the trustee. Simply speaking,
propensity is the general willingness of the trustor to trust
others, ability is the capability of the trustee to have influ-
ence within some specific domain, benevolence is the ex-
tent to which a trustee is believed to want to do good to
the trustor, and integrity is the trustor’s perception that the
trustee adheres to a set of principles that the trustor finds ac-
ceptable. These notions are then adapted in the formulation
of the fundamental concepts of cognitive trust by (Falcone
and Castelfranchi 2001).

In cognitive theory, trust is viewed as a complex mental
attitude that is based on a specific set of goals and beliefs
and on a decision (Falcone and Castelfranchi 2001). In this
view, agent x trusts agent y only relatively to a goal, i.e.,
something x wants to achieve, based on agent x’s certain
beliefs. Therefore, cognitive trust can be formulated as fol-
lows:

1. x has a goal g;
2. x trusts y about and for g based on the following beliefs:

(a) competence: x believes that y is able to perform g;
(b) disposition: x believes that y is willing to perform g;
(c) dependence: x believes that x needs, depends, or is at

least better off to rely on y to achieve g;
(d) fulfillment (opportunity): x believes that g will be

achieved through y (y has the opportunity to perform
g).

The competence and disposition beliefs are referred to as
the basic or core ingredients of trust. They are not, however,
enough to arrive at the decision of delegation or reliance. For
that, at least dependence belief also needs to be included,
which itself can be categorized into two types: strong and
weak. Strong dependence refers to the case that x needs or
depends on y, whereas weak dependence describes the case
that, for x, it is better to rely than not to rely on y. As soon as
dependence is considered, (Falcone and Castelfranchi 2001)
argue that fulfillment belief arises in x’s mental state. There-
fore, it should also be accounted for. On the basis of these
beliefs about y, x practically “trusts” y. Note that, in this
view, “to trust” not only means the core beliefs, but also the
decision and the act of delegating or relying.

This formulation provides a basis for the formalization
of cognitive trust. The above beliefs are evaluations, or ex-

pectations, and may be subject to change based on external
and internal factors; the former include current and previous
observations (in other words, past experience), whereas the
latter aspects such as personal motivation, morality, compe-
tence level and subjective preferences. Informally, we often
speak about the degree in which we trust. Therefore, trust
can be quantified by mathematical description (quantifica-
tion) of the beliefs and calibrated to match the given sce-
nario. Moreover, a dynamic model for the evolution of trust
can be constructed based on events and observations. That is,
agent x can observe agent y’s behaviors (actions) in differ-
ent scenarios, which can alter x’s competence or disposition
beliefs. The change in these beliefs may cause x to revise its
goals. The modification of the goals may lead to the change
of x’s dependence belief, and hence a change in trust (the
decision regarding reliance on y).

Illustrative Example
An example that demonstrates the complexity and multi-
dimensionality of trust well is the Wizard of Oz experi-
mental study1 in (Mok et al. 2015) on the interaction of a
human driver with an automated vehicle. Even though the
study was not designed on the basis of cognitive theory of
social trust, the results demonstrate the contribution of the
mentioned beliefs to trust. The experiments, which were in-
tended to address some design questions, were conducted
inside a driving simulator, where the car drove through a
simulated course with various terrain and road conditions,
and the participants were allowed to take control of the car
as soon as they found it necessary. The participants were also
able to have voice communication with the automated sys-
tem to make requests and ask questions. This feature made
the communication of intentions between the human and the
car possible.

In the above setting, agent x (trustor) is the human partic-
ipant, and agent y (trustee) is the autonomous driving mode
of the car, to which we simply refer as the car. The goal g
of x is driving safely, and the act of reliance is to continue
or (re)engage the autonomous mode. The first step of the ex-
periment was a training session for the participants in the
simulator. From the trust point of view, the participants de-
veloped their initial beliefs about the car (the ingredients of
trust) in this step. The study found that the car gained the
participants’ trust after traversing through difficult sections
of road perfectly. Such a performance, of course, demon-
strates the ability of the car in performing the goal, driving
safely, and hence increasing the participants’ competence
beliefs, resulting in higher degree of trust. Another action
that promoted trust with participants in the experiments was
the car’s situation awareness, e.g., car pointing out curves
and hills up ahead. This can be arguably explained by the
disposition belief. That is, by communicating the awareness
of the difficulty of the task ahead and its intentions to per-
form it, the car increases the participants’ disposition belief

1In Wizard of Oz studies, participants are told to act as if they
are interacting with a computer system through an interface, when
in fact their interactions are mediated by a human operator - the
wizard.



(y’s willingness to perform g). Moreover, the fact that partic-
ipants did not disengage (continued) the autonomous mode
while the car was driving perfectly indicates their high de-
pendence beliefs (perhaps in the weak sense given the simu-
lation setup), i.e., the participants believed they were better
off to rely on the car for driving safely (to achieve g). This
can also induce stronger belief that the goal will be achieved
by the car (fulfillment), resulting in more reliance on the car.

Furthermore, the study illustrated that trust between the
participants and the car was dynamic. After experiencing
imperfect driving by the car, which causes a decrease in
the competence belief, a participant immediately disengaged
automation. The participant allowed the car to take back
control (re-engaged the autonomous mode) only after inter-
acting (communicating intentions) for another 15 minutes,
which caused an increased in the participant’s beliefs on the
car. It should also be mentioned that, in the study, a partici-
pant refused to disengage the autonomous mode even during
imperfect driving. This demonstrates the subjectivity of the
mental state of the participants, e.g., risk taking versus timid
drivers. Another key point that this study reveals is that the
car also needs to develop a trust model (reverse trust) for the
human drivers, particularly in this case, in following their
commands. The work discusses that participants often in-
structed the car to do certain tasks that should not be per-
formed by the car such as, “pass that slow vehicle in front of
us.” This is an illustration that the car also needs to maintain
beliefs about the driver and constantly re-evaluate its trust in
the driver.

Quantitative Modeling
Since trust is defined in terms of belief, its formulation can
benefit from relevant work in multi-agent systems literature,
e.g., (Georgeff et al. 1998). We note that such descriptions
of beliefs and their evolution based on intentions and desires
are known as BDI logic and are well-studied in the multi-
agent community, e.g., (Ferber 1999). In fact, modal epis-
temic logic frameworks capable of expressing the theory of
(Falcone and Castelfranchi 2001) have been proposed, no-
tably (Herzig et al. 2010; Herzig, Lorini, and Moisan 2013),
but are qualitative. A natural way to express trust quanti-
tatively is by means of probability: x has 98% trust in y’s
ability to perform g, or in other words x believes that y is
able to perform g with probability 0.98. In many experimen-
tal studies, e.g., (McKnight, Choudhury, and Kacmar 2002;
Martelaro et al. 2016), trust is measured via questionnaires
and asking participants to give a score from a range of num-
bers, which is analogous to a probability.

In (Gambetta 1990), trust is defined as the subjective
probability by which an individual, A, expects that another
individual, B, performs a given action on which its welfare
depends. This definition is consistent with that in (Falcone
and Castelfranchi 2001) and explicitly confirms that trust is
an estimation or an opinion, and therefore a disposition be-
lief. The work of (Falcone and Castelfranchi 2001) recog-
nizes the uncertainty in the notion of belief, and extends this
definition with the additional dimensions of competence be-
liefs and a decision and act of reliance, arguing that they
should be considered separately, as otherwise certain factors

important in social reasoning are conflated. In addition to in-
ternal cognitive aspects, trust models must also account for
external probabilistic influences, as stated in the definition of
(Lee and See 2004), where trust is said to take on an impor-
tant role in situations characterized by uncertainty and vul-
nerability. This approach lends itself naturally to Bayesian
formulations, where prior probability distributions can be
employed to specify initial preferences and uncertainty in
environmental observations. Particularly, in the context of
human-robot partnership, unless the robot is very simple or
completely transparent in its capabilities and intentions, it
is natural to express the above beliefs in terms of probability
distributions, leading to a probabilistic reasoning framework
for trust. A first such framework based on the intuition of
(Falcone and Castelfranchi 2001) is proposed in (Huang and
Kwiatkowska 2016).

One of the characteristics of the quantitative description
of the beliefs, and even trust itself, is their subjective nature.
As mentioned above, many studies use questionnaires and
probabilities to estimate these beliefs. This raises the issue
of variability of the data due to subjectivity of the evalua-
tion of such beliefs for each participant. In other words, the
problem lies in the principle of measuring opinion. To ad-
dress this problem, some studies suggest the use of calibra-
tion of these evaluations through training (Cohen, Parasura-
man, and Freeman 1998) or providing cues (de Visser et al.
2014).

Concluding Remarks
The nascent field of study of reasoning about social trust is
of utmost importance in enabling successful mobile auton-
omy that performs well in partnerships with humans. Many
research topics remain open for investigation, notably from
the formalization angle. The immediate technical research
questions that come to mind are how to quantify trust and
how to model its evolution? An initial roadmap to approach
these questions is laid above. Another direction that is key
to understanding and formalization of trust is how to design
a logic that allows the expression of specifications involving
trust? It is immediately followed by the questions of how to
verify (reason about) such specifications in the context of a
given partnership or, even more prominent, how to synthe-
size (design) an autonomous system such that, in a partner-
ship with a human, these specifications are guaranteed? Only
by a thorough study of such questions, one day, we may be
able to extenuate misuse and disuse of trust in human-robot
interactions.
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