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ABSTRACT
Computing systems are becoming ever more complex, with deci-
sions increasingly often based on deep learning components. A
wide variety of applications are being developed, many of them
safety-critical, such as self-driving cars and medical diagnosis. Since
deep learning is unstable with respect to adversarial perturbations,
there is a need for rigorous software development methodologies
that encompass machine learning components. This lecture will de-
scribe progress with developing automated verification and testing
techniques for deep neural networks to ensure safety and robust-
ness of their decisions with respect to input perturbations. The
techniques exploit Lipschitz continuity of the networks and aim to
approximate, for a given set of inputs, the reachable set of network
outputs in terms of lower and upper bounds, in anytime manner,
with provable guarantees. We develop novel algorithms based on
feature-guided search, games, global optimisation and Bayesian
methods, and evaluate them on state-of-the-art networks. The lec-
ture will conclude with an overview of the challenges in this field.
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Marta Kwiatkowska is Professor of Computing Systems and Fellow
of Trinity College, University of Oxford. Prior to this she was Profes-
sor in the School of Computer Science at the University of Birming-
ham, Lecturer at the University of Leicester and Assistant Professor
at the Jagiellonian University in Cracow, Poland. Kwiatkowska
has made fundamental contributions to the theory and practice of
model checking for probabilistic systems, focusing on automated
techniques for verification and synthesis from quantitative spec-
ifications. She led the development of the PRISM model checker
(www.prismmodelchecker.org), the leading software tool in the area
and winner of the HVC Award 2016. Probabilistic model checking
has been adopted in diverse fields, including distributed computing,
wireless networks, security, robotics, healthcare, systems biology,
DNA computing and nanotechnology, with genuine flaws found
and corrected in real-world protocols. Kwiatkowska is the first fe-
male winner of the Royal Society Milner Award and was awarded
an honorary doctorate from KTH Royal Institute of Technology in
Stockholm in 2014. She is the winner of two ERC Advanced Grants
VERIWARE and FUN2MODEL, and is a coinvestigator of the EPSRC
Programme Grant on Mobile Autonomy. Kwiatkowska is a Fellow
of ACM and Member of Academia Europea.
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