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Abstract

The use of machine learning and artificial intelligence (AI) in finance poses growing risks for software validation to financial institutions, markets, and decision makers, making it a key priority for regulators. This paper discusses accepted software validation practices; highlights challenges to those practices introduced by AI; and suggests areas of focus for developers when creating AI-based solutions for the finance industry. We discuss how practices may need to evolve to respond to these new challenges. Our objective is to inform policymakers and governance bodies, and to raise awareness among decision makers in financial institutions. We do not make policy recommendations at this stage.
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I Introduction

The term artificial intelligence (AI) refers to the tools and techniques that enable a machine to make decisions without human intervention. The concept of AI, machine dependency of human society and potential risks have been captured in science fiction stories for more than a century. In the year 1909, E.M. Forster wrote a science fiction short story, titled “The Machine Stops” [Forster, 1909]. The story described a world where the human population could not live on the surface of the earth, as the air was not breathable and nature was decimated. Humans lived underground, each one alone in a standard room, and could communicate via a form of video conferencing. All humanity relied on a giant machine to provide for its needs. A “Mending Apparatus” was a system charged with repairing defects that appear in the Machine, and those who questioned it or its possibility for failure were dismissed. The story ends with the Machine collapsing, bringing down most of humanity with it.

We are nowhere near the ultimate information technology (IT) system failure imagined in this novel. However, software[1] and an increasing number of systems essential to the well-functioning of cities, countries and global institutions rely on the decisions made by lines of code, is now ubiquitous and forms part of what may be deemed critical infrastructure. Several critical activities of a variety of software engineering processes, where human intervention was required, are now being automated by machine learning (ML) and AI methods. Financial institutions (FI) are no exception and are increasingly relying on software to make critical business decisions. Whether this relates to automated trading, making payments, risk management or simple reporting: software permeates all the areas of activity in the financial system. With this, software validation—the theory and practice of making sure software works robustly and as intended—is becoming of critical significance.

Executives and policy makers will have to understand the big issues in this field together with the accompanying growth of AI, as first highlighted in the Bank of England and Financial Conduct Authority (FCA)’s 2019 report on Machine Learning in UK Finance (see [Bank of England and FCA, 2019]). Poorly validated software—including that using AI—can lead to biases, unintended risk-taking and operational risks that can transmit to the safety and soundness of firms (see [Proudman, 2019]). The aim of this paper is to help inform the debate around these issues, by asking two questions: What are the current practices for software testing and validation? And what changes to established practices does the introduction of AI require, particularly within the financial industry?

To answer these questions, it is important to view software as the output of an engineering process. Just as when we construct a building, control and robustness can be built into the design of the software and IT system that the software forms part of. That means testing should consider a number of plausible software failure cases, build controls to narrow down, or constrain,
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1The most common definition of software is a collection of instructions and operating information used by a computer (See for instance the IEEE SWEBOK [Bourque and Fairley, 2014])
how things could go wrong, and provide safeguards for such scenarios. This paper considers conventional software validation techniques as a starting point and outlines the differential introduced by AI software, hence bridging the software validation gap from non-AI to AI-specific challenges, particularly in the financial system. Whilst we do not aim to present any policy conclusions for regulators, we provide suggestions and considerations for policymakers and firms’ decision-making bodies.

In section II, we explain what software risk is using a proposed framework and provide illustrative examples to demonstrate the importance of software validation. We also outline why validation of AI driven systems is of importance to regulators in the same section. In section III, we provide an overview of conventional software testing and validation techniques. In section IV, we explain how AI is bringing different challenges and what new considerations are needed for AI-based software validation, including where it interacts with conventional software. We suggest some considerations and propose ideas to contribute to the debate around AI driven software governance. Finally, in section V, we wrap up this primer with potential next steps.

In this paper, we primarily intend to lay out the elements we judged important for a discussion on AI-software validation. As software becomes more able to make decisions independently from human intervention, given the emergence of AI/ML, assessing its risks should be elevated in firms’ and regulators’ priorities. So this paper aims to start a debate on how the introduction of AI may necessitate changes, or revisions, to accepted software validation practices that form a key element of established IT management processes.

II Software risk, cost of failure and the importance of a regulatory framework

Software forms a central component of the core IT systems of financial institutions, supporting key business components and hence the financial services that they provide. A failure of software to ensure the confidentiality, availability and integrity of those IT systems, and associated data, could impact the operational resilience of individual and interconnected FIs; customers; the banking system and financial stability more broadly.

The most common meaning of software is defined as a collection of instructions and operating information used by a computer. An increasing number of IT systems essential to the functioning of cities, countries, global institutions, national and international banking systems rely on the decisions made by lines of code (See IEEE SWEBOK 2014 [Bourque and Fairley, 2014]). Software related risks can be broadly defined as falling into three categories: model risk; technology risk; and data risk. We define these as²:

²Model risk and Technology risk are widely defined in financial regulations, and these categories are proposing our own interpretation of these definitions as market practitioners and academics. Data risk is a nascent field with less regulatory coverage.
• Model risk is the risk that models – a collection of algorithms calculating an output given certain inputs/parameters and mathematical assumptions – are either incorrectly implemented (with errors) or make use of questionable assumptions, or assumptions that do not hold true in a particular context; and

• Technology risk is the risk that the underlying technology (e.g., software program code, processing capacity, networking) used to support, distribute and implement a given model does not operate as intended; and

• Data Risk is the risk that the data used as an input into a model is incorrect, incomplete, biased, corrupt, or unprotected from undue access and manipulation.

Model risk is separate from technology risk. Whilst the latter is the risk that software does not work as intended, model risk includes the risk that a model, as designed, does not produce the intended outcome. Whereas the first one may come for example from issues with a mathematical set of formulas or assumptions, the second one may come from the software interface including incompatibility between software and hardware.

There is a lot of literature on model risk and model validation in the financial system (see, for example, Scandizzo, 2016 on risk models, Jongh et al., 2017 on recommendations for a model validation framework, and the European Banking Authority (EBA) requirements for an example on regulations EBA, 2014). Global financial regulation generally incorporates model validation requirements (primarily on risk modelling). However, there is much less available research and regulation on how technology and components (both software and hardware) perform and are tested by FIs.

Financial regulators usually address these risks as separate areas and are generally neutral regarding the technology solutions FIs implement to deliver the regulated services they are authorised to provide. Regulators are equally non-prescriptive regarding how FIs should validate, or test, their software. Under the current regulatory framework (e.g., the provisions of Capital Requirements Regulation (CRR) and Capital Requirements Directive (CRD) IV published by Prudential Regulation Authority (PRA) PRA, 2020, PRA, 2021) software risk as we define it in this paper is mostly intended to be captured under the operational risk elements of the current financial services and banking regulatory framework. However, the emergence of AI in the financial system (see Leo et al., 2019) means that it will be increasingly difficult to separate model risk from technology and data risk, particularly when there can be end-to-end automation using AI. We will discuss in this paper that one of the key differences between non-AI and AI software is that in the latter the three categories of risk discussed above are co-mingled, and thus impossible to separate and treat independently. As such, a holistic approach to AI software validation will be fundamental to effectively manage the risks from its usage.

In addition, model, technology and data risks have already crystallised for some software currently being used in the financial system, leading to high
profile IT incidents, and in the following section we focus on illustrations of such events.

**IT incidents**

According to Tricentis[^3], there were 48 publicly known instances of software failures globally in 2017 alone, 19 of which were in banking[^4]. These failures could translate into lost revenue due to customers being unable to use a firm’s product; reputational costs that can be reflected in a hit to the share price once a failure is made public; regulatory penalties such as fines; and the costs of fixing the software defect that caused the incident, and associated data.

Changes to IT systems are the largest source of IT incidents in the UK according to the FCA (Figure 1), with many IT incidents arising due to shortcomings in software validation practices. Definitions of these categories in the figure are generally self explanatory from the names. We will discuss change management, the dominant category, more in the next section (section [III]). We will also set out an overview of established software validation practices there. In section [IV] we highlight how the introduction of AI could give rise to new risks, necessitating changes to established software validation practices. Strikingly, in many cases, the technical approaches needed to address AI related risks have not yet been fully developed; and, accordingly, best practices have yet to be established.


[^4]: To note that Tricentis methodology, which is based on a Google news alert on specific words (eg. Glitch or Bug) estimates that cumulatively IT system incidents have led to losses of about $1.7 trillion worldwide. The same edition identified 606 recorded software failures
For FIs, an IT outage becomes particularly costly if it: (1) disrupts business as usual, such as asset trading; or (ii) impacts customers, which could result in regulatory censure (e.g. fines) or customer redress costs.

To illustrate what form IT incidents can take and their consequences, we consider the following case studies from the last ten years:

**Case 1** On Wednesday 20 June 2012, customers of a UK bank found they could not use online banking facilities to access their accounts or obtain accurate balances, discovering that they were unable to drawdown loans, transfer payments or transfer monies using SWIFT. The problems affected customers in the UK and abroad, with some unable to access cash while overseas. The incident affected around 6.5 million customers with disruption to the majority of the bank’s systems lasting until 26 June 2012, and disruption to the systems of one of the bank’s regional subsidiaries continuing until 10 July 2012. The cause was a software compatibility issue between upgraded software and the previous version of the software, which occurred when an upgrade was backed out on Sunday, 17 June 2012. [5]

**Case 2** Over the weekend of the 20-22 April 2018, a UK bank transferred c. 5 million customers to a new IT platform, with the new platform going live on the evening of Sunday 22nd April. While the customer migration proceeded as planned post migration, many customers experienced significant problems accessing and using their accounts via the bank’s online and mobile app channels, and communicating with the bank over the telephone and in branches. [6]

**Case 3** In August 2012, a global financial institution specialising in market making experienced over $400 millions of trading losses, because of the unexpected behaviour of new software code over a 45min period. The firm operated an algorithm that executed orders automatically on trading venues and the software error resulted in a large number of erroneously generated orders reaching exchanges. The loss arose from unwanted large positions accumulating rapidly due to the software defect. [7]

The above examples demonstrate that software failure could impact the provision of financial services, affecting significant numbers of customers or market participants, and could have potentially large financial cost.

There are other examples from recent years that include issues related to algorithmic trading leading to flash crashes. Some examples of such crashes are, UST flash crash during October 2014 , flash events for CHF de-peg in January 2015, and GBP - USD currency pair crash in October 2016 etc. as documented
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in various regulators’ reports eg. [Bouvet et al., 2015], [Breedon et al., 2018], [Cielinska et al., 2017], [Schroeder et al., 2018].

This specific field of algorithmic trading is possibly the main area to date where some regulators and academics have started to link the model, technology and data risks under the same assessment framework. In 2015, a group of institutions issued a briefing note highlighting key control principles and sound practices (see the Senior Supervisor Group briefing note April 2015 [US Department of the Treasury et al., 2015]), outlining the need for testing during all phases of an algorithm development life-cycle. More recently, the PRA in the UK issued a supervisory statement on algorithmic trading (see PRA supervisory statement SS5/18 [PRA, 2018]) which discusses both the validation of algorithms and testing of their deployment. The European Union (EU)’s Markets in Financial Instruments Directive (MIFID) [European Commission, 2014] regulation has also aimed at reducing algorithmic trading risks. However, and as we specify later in this paper, the introduction of AI could trigger the need of a strengthened software validation approach.

Recent regulatory initiatives

In April, 2021, the European Commission brought in a proposal for a regulation laying down harmonized rules on applying artificial intelligence and amending certain union legislative acts [European Commission, 2021]. The proposed legislation will be applicable to any AI system (or AI outputs) used in the EU (except some military applications), not just the financial sector. It can take couple of years before it becomes law and several modifications are expected in the meantime. Let us discuss the proposal at a very high level before we deep dive into the connected technical areas in the next sections.

In the proposal, four levels of AI risk and corresponding systems are identified (based on their application) subject to different regulatory approaches. These four levels of systems are: prohibited AI system, high risk AI system, lower-risk AI system and any other AI system. Prohibited AI systems includes real-time facial recognition and social scoring to understand someone’s trustworthiness or personality from their social media etc. Application of AI for such use cases are prohibited. High risk AI systems include applications where there is potential for harm to health and safety or for an adverse impact on fundamental rights, e.g. bio-metric identification systems, systems used in appraisals for education or vocational training, systems used for recruitment, systems used for assessing eligibility for public benefits and services, creditworthiness checks etc. AI systems that fall into the categories described in the proposed regulation must meet specific expectations, including areas of compliance covering data, transparency, safety and control. Low risk AI systems include applications where there is very low potential for harm to health and safety, fundamental rights etc. Here the main obligation that is proposed is transparency, i.e., the human must know, unless it is obvious from the context, that they are engaging with the output of an AI system (e.g., chatbots). For AI systems that do not fall within any of the above categories under formal regulation, the proposals suggest some codes of conduct to encourage voluntary adherence to the expectations set out
in the proposed regulations.
In section IV, our paper addresses a subset of the same issues that this proposed regulation is trying to tackle and, in particular, aims to illuminate some of the technical challenges involved in resolving them. Given this recent progress by the regulators, our paper can make valuable contribution in any debate related to such initiative by outlining how software validation will need to change following the introduction of AI.

III Conventional IT Change Management

This section discusses accepted IT change management processes in more details.

III.1 FI’s IT systems and what we mean by “change”

Modern FIs depend on large IT systems. The numbers of lines of programing code in software included in commercial products has increased exponentially over the last ten years (Table 1). A modern car, for instance, incorporates software consisting of between 10 million and 100 million lines of programme (software) code. Such software is generally the product of many years of development, incorporating incremental additions and revisions with each new version. The software system within a financial institute is equally big and complicated.

Software often consists of a multitude of integrated components that individually solve specific problems, or perform specific functions, and which then pass outputs on to other software components, supporting an end-to-end process. Such software components are the building blocks of an integrated IT system, which when integrated together solves higher-order problems. As we will show below, software validation can take place both at the level of individual software components but also at IT system level.

Different software components of an integrated IT system can individually perform widely differing tasks. Figure 2 illustrates this, using the example of a modern bank. A simple payment involves the interplay of a multitude of software components: some of which may be relatively new, such as a mobile application allowing customers to query account information or make payments.

<table>
<thead>
<tr>
<th>Product</th>
<th>Lines of code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car in 1981</td>
<td>50,000</td>
</tr>
<tr>
<td>Apollo 11</td>
<td>145,000</td>
</tr>
<tr>
<td>Boeing 787</td>
<td>7,000,000</td>
</tr>
<tr>
<td>Microsoft Windows</td>
<td>50,000,000</td>
</tr>
<tr>
<td>Modern car</td>
<td>10,000,000 to 100,000,000</td>
</tr>
<tr>
<td>Google’s infrastructure</td>
<td>2,000,000,000</td>
</tr>
</tbody>
</table>

Table 1: Lines of code underlying products. Source: Algaze, 2017
Figure 2: Integrated software components in a large bank. Source: Authors

via mobile phones; and some of which may be 20 years old, such as those used for current or savings accounts. All of these software components need to work together to support, for example, the processing of a single payment.

The different software components in turn depend on a wider IT architecture, shown in Figure 3. Different software components may run on different integrated IT architectures, referred to as hardware. Typically a large bank’s IT architecture could encompass large powerful mainframe computers, smaller yet powerful computers known as Servers (running UNIX or Microsoft Windows operating system software), and more recently third party Cloud hosting, all connected by a network.

This diversity of IT software and hardware components acquired over time must be taken into account when change is introduced with implications for software validation and testing more broadly.

III.2 Risks introduced by change

Changes to IT systems (IT change) can take many forms. An IT change could be: the application of a software patch, the installation of a small piece of software to correct a known software defect; a change to configuration settings associated with existing software or IT hardware; or the introduction of new software components and IT hardware, a more extensive and therefore higher risk of change to an existing IT system.

Although the scale of the change is an important metric, this is not always an effective guide to the risk that an IT incident could result from the change, or its
Figure 3: Modern IT architectures consist of a multitude of software and hardware components which can be changed in various ways. Source: Authors

potential impact. More generally, IT changes, including those coming from the introduction of AI, introducing new IT systems or changing existing IT systems, need to be managed using rigorous processes. This would help to safeguard their confidentiality, availability and integrity, and prevent IT incidents that could have a range of detrimental impacts on individual FIs or the banking system more broadly.

Software engineering and computer science have developed multiple ways to ensure that complex IT systems comprised of multiple software and IT hardware components work well together. However, the IT systems of FIs are already complex, relying on several—and heavily interconnected—software components. This complexity is compounded by how FIs outsource several of their software needs to third parties, including some of their critical IT systems. In addition to that, any trading activity that the FIs may be engaged with on externally hosted exchanges or clearing houses, will have their own IT systems.

There are various established practices to manage IT change, which include a range of IT system testing techniques. A key mitigant of the risks arising from IT change is to robustly test software that has been changed based on an accurate risk assessment, in an environment that is representative of the Live environment where the software is in use, so that unexpected outcomes can be identified and rectified before such IT changes are introduced into the Live system.

Currently, most FIs have testing processes in place with the testing under-
taken to validate each IT change dependent on the nature of the change and which parts of the FI’s IT systems the change will affect. However, broadly speaking, a basic suite of testing policies would in general include the following component and architecture level procedures:

**Requirements, documentation, and version control:** This entails documenting the various components of the system and outlining what a piece of software, and the IT system that it forms part of, is supposed to do. It also includes having a robust way to maintain various versions of code the underlying software used, and a traceable way to log all the changes made to it.

**Change risk assessment:** This refers to an assessment that takes place before any testing is done, to assess what risks are presented by a given IT change and specifically what would happen if the change went wrong, i.e. its potential impact. This part of the process requires holistic thinking about the software and IT hardware environment, and determines what types of testing should be conducted prior to any IT change being introduced into the Live environment.

**Component (unit) testing:** Unit testing focuses on verifying that individual software components which will be integrated with other software components to create the IT system function as specified in the technical specification. The technical specification generally defines the range of inputs that the software component (or unit) is required to successfully accommodate, and the desired outputs. Unit testing will also include negative testing to verify that the software will reject input data that does not conform to the technical specification to ensure that unexpected processing and outputs do not happen.

**System (integration) testing:** When a new software or IT hardware component is introduced into an IT system it is important not just to test the component (unit) itself, but also how it interacts with other components of the IT system. It is significantly different than just doing unit testing and hence, system or integration testing is done to achieve this. System testing
involves testing more “high-dimensional” problems on how the software and IT hardware components work together to support the functionality required for the IT system.

There have been a few studies (e.g. Kinch et al., 2007) observing that there is a wide range of attitudes towards the value of the testing, and that larger organisations tend to emphasise the process more than smaller organisations. A more recent survey [Hynninen et al., 2018] identified that the top two key pre-occupations of the testing community were: (i) the need to raise awareness of the importance of testing; (ii) and issues around automation such as the inability to automate tests due to time demands and lack of prioritisation of automation. Another survey—one of the longest running surveys of the testing community—identified that the size of testing teams keep getting smaller, and that testing in the Live environment is an increasing trend.

Finally, it is unclear currently how much testing FIs perform on their data warehouses with archived data, or their transactional and non-transactional data stores used to model or support their businesses. It is clear that testing and maintaining "traditional" software is a complex task, adding AI into this at large scale will add its own challenges.

IV How does AI require changes to established software validation (testing) practices?

IV.1 What are AI, ML and related algorithms

Let us try to first define more precisely what we mean by AI and ML, as well as some related concepts. AI is a set of techniques or technologies that enable a computer system to make decisions without any input from humans. ML is a subset of AI, it is basically a technique for realizing AI. So ML can be considered to be a set of methods or algorithms to train computer systems such that they can learn how to make decisions without human intervention. There are three broad types of ML algorithms, supervised, unsupervised and reinforcement.

For supervised learning, the algorithm learns from a full set of labeled data while it is trained on it. For example, during credit decisions, labels can be just good or bad corresponding to each loan entry in the historical data. From that labeled training data the algorithm tries to learn how to predict labels while the input variables corresponding to any unknown customer are available (e.g., information collected during loan application). The label can be both categorical (good or bad customer) or continuous with a numerical value (e.g., optimal loan amount to be granted for each historical loan entry). These are called classification and regression type algorithms respectively. For unsupervised, there are no such labels available in the data. Rather, the algorithm tries to learn relationships among different entries based on how similar or different they are and group them accordingly. There are also semi-supervised algorithms which
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8See state of testing report 2019 by InfoQ here
is a mixture of both. The artificial neural network (ANN) is one of the most popular ML algorithms where there are layers of computational units between input and output variables. Each such computational unit is relatively simple, but the overall algorithm can predict very complex non-linear relationships. When there are too many such layers between input and output layers (termed as hidden layers), it is often termed as a deep neural network (DNN) and algorithm as a deep learning algorithm. This type of network architecture can be used to solve both supervised and unsupervised problems.

Whereas the supervised learning algorithm tries to learn from examples, the reinforcement learning (RL) algorithm tries to learn from experiments. RL algorithms develop models learning from mistakes, by trial and error. Just like humans when playing a game, they make mistakes, learn from them and adapt. Similarly, in RL, an agent (in a chess game, a player), takes actions (moves pieces) decided by its policy (strategy in the human brain) in an environment (the board, pieces, rules, and objectives), by moving between successive states (positions), each of which has a reward associated with it. A deep neural network can also be used here to take actions choosing from an optimal strategy, this is called deep reinforcement learning.

IV.2 AI is already used in the financial system

AI - and in particular ML - is already in use in the financial system, as highlighted by the Turing institute [Buchanan, 2019], noting that AI is used in: surveillance and compliance systems; algorithmic trading; robo-advisors which are able to make portfolio asset allocation decisions; and providing loans and insurance. ML can also be used for macro-economic forecasting, horizon scanning to understand the change in financial landscape as well as other financial policy decisions (either for internal policies by an individual financial institution or by regulators [Chakraborty and Joseph, 2017]).

In 2019, the Bank of England published the results of a survey which showed that in the UK, ML is increasingly being used in UK financial services. Two-thirds of respondents reported that they already use AI/ML in some form. The median firms typically use live ML applications in two business areas and respondents expected this to more than double within the next three years. Similar to the Turing institute report, the survey shows that the most common usage of AI/ML is in fraud detection and customer services. In addition, several firms mentioned using ML techniques in their risk-management processes (see Machine Learning in UK financial services, Bank of England and FCA joint survey 2019 [Bank of England and FCA, 2019]).

In June 2020, the International Organisation of Securities Commissions (IOSCO) issued a consultation on the use of AI by intermediaries and asset managers, which proposed guidance on a regulatory framework to its members [IOSCO, 2020]. The consultation states that asset managers and advisory firms are starting to use AI and ML to support their advisory and support services, risk management, client identification and monitoring, selection of trading algorithms and portfolio management, as well as - for some asset managers - order execution. In June 2020 also, Banque de France (BdF) and The French
IV.3 How is AI different from conventional software?

We argue that the processes for validating conventional software explained in Section III are not wholly applicable to systems that implement artificial intelligence. As mentioned in IV.1, AI is the theory and development of computer systems able to perform tasks that previously required human intelligence. AI is a broader field, of which machine learning or ML is a sub-category which enables the system to learn such tasks automatically. This contrasts with more traditional so-called “rules-based software algorithms” where human experts explicitly decide what decisions will be taken by the software and under which circumstances (Figure 5).

There are three important aspects to this making AI based systems different from traditional systems:

1. First, as we argue below, the use of data to train computers to make decisions, makes ML based software development very different from other software development approaches that generally build and implement IT system solutions in response to formally documented requirements.

2. Second, ML is getting more attractive for the use-cases dependent on data that is otherwise difficult to analyse, e.g. unstructured data. For instance, this could be data from news sources, satellite images or social media. “Unstructured data” has very few pre-defined meanings. Modern ML models have proven very effective at extracting meaning from such data (e.g. classifying images), but in many applications, it can be harder to validate. Many such use cases are not really addressed by traditional
software and hence, there is no use case specific validation approach that is well-established.

3. Third, following from the points above, ML is also attractive for highly complex applications. It has been shown to be very successful at natural language processing, image recognition and optimisation in high-dimensional spaces (including financial applications). An example of this could be a situation where a bank aims to identify what is the lowest cost to execute a trade and corresponding strategy, given a number of constraints (e.g. order size and timeframe). There are multiple dimensions to this, such as exact timing, splitting up the trade into smaller parts, and multiple trading venues where it could be executed. In such a context, where there are multiple “moving parts”, finding the optimal strategy becomes a complex problem to solve. Software used for such complex applications is inherently harder to validate than software solving simple problems.

Many of the challenges raised through ML approaches are novel to the software engineering community. Methods to address them are not yet fully available whilst the deployment of ML is rapid and extensive. In the absence of tangible solutions to ensure ML techniques have the appropriate controls, this deployment could give rise to concerns especially when it affects critical applications, such as the regulated financial services sector.

In the following sections, we discuss the challenges AI introduces for software validation in more detail.

IV.4 Potential challenges for AI software

IV.4.1 Issue 1: Lack of clear requirements for AI

The traditional Software Engineering approach is to devise very high-level requirements, and then refine them with an increasing level of detail. Software outputs can then be checked against such detailed (or “low-level”) requirements (Figure 6).

Requirements highlight the inputs and outputs of individual software components, and what correct execution looks like. This implies also specifying what the software should not do. They constitute a set of rules for the IT system, against which it can be tested. Software that has been successfully tested against its requirements can be said to be verified. This means it has been established that the system works as intended for the specified cases.

Example of a credit assessment IT system with and without ML

For instance, a high level system requirement may be: the IT system has to determine the creditworthiness of a customer. The high level requirements would be to capture details of the customer and process them to arrive at a credit score. The lower level requirements would be to (i) capture relevant details including identification details (e.g. National Insurance Number, name and
address), income and credit reference agency inputs; (ii) calculate a probability of default using a pre-determined methodology using static factors as input; and (iii) generate a score that can be used to determine whether to lend to the customer and what terms and conditions to apply.

To test for example step (ii) in this case, one would back-test (to verify whether the pre-determined methodology would have captured the right credit score for past clients) or check sensitivity (e.g. plot how the probability of default would change vs. different statistical factors). Another test would be to check that for a set of factors on the extreme ends of the low and bad probability of default, the probability of default output is at the right end of the spectrum. An ML based software will calculate the probability of default using statistical regression based on a large database of clients and their credit scores, as well as any other data deemed necessary for its learning by the developer. It would evolve when the data is updated and calculate the probability of default based on an increasingly complex decision tree which is likely to be non-linear. It is clear therefore that to test whether ML based software produces the desired outcomes one would have to design more advanced tests. During such testing, what should be the acceptable range of performance for each evaluation criteria (e.g., minimum percentage of bad customers to be identified correctly by the model on a benchmark data set) to get the ML model approved, are often inconsistent across different firms. Although for the credit risk assessment there are some well established guidelines by regulators (e.g., policy statement PS11/20 on Credit risk: Probability of Default and Loss Given Default estimation [PRA, 2020]), for other similar applications, for example, pricing, there are very few.

**Machine learning systems are hard to test** Despite the widespread adoption of ML systems, they often exhibit unexpected behaviours. For instance, image recognition systems that work well in most cases may grossly mis-classify certain objects. For example, for an AI system within a self-driving car, obstacles
can be mistaken for a marking on the road\footnote{see for example study by labsix (MIT students lab) on adversarial objects fooling AI or research referred to here}. Usually such an error should be ruled out through a requirement that is clearly tested against.

But for many other ML cases, such exception cases can be very hard to identify and test for. ML models are tested on test sets, often very similar to the ones that they have been trained on. However, special or low probability cases would need to be part of the test set in order for an artificial intelligence to know how to address them and finding such test cases can be challenging. That means verifying an ML model against requirements is fundamentally constrained by the nature of the test data set. On the other hand, many rules learned by the ML model may not be verified in the test set and thus their behaviours remain unknown throughout the model validation process.

In theory, synthetic data could be generated to test for such corner cases that lead to unexpected behaviour. In practice, for large-scale systems with millions of parameters it may not be possible to comprehensively test for such cases (see \cite{Pei2019}). Hence, the key challenges in automated systematic testing of large-scale ML systems are mainly (i) how to trigger different parts of an ML system’s logic to uncover different types of erroneous behaviours, and (ii) how to identify erroneous behaviours of such a system without checking for specific corner cases.

**The problem gets exacerbated with “end-to-end” ML systems** Additional complexity is introduced in machine learning systems that are more “end-to-end”. This refers to an architecture in which a single trained component is implemented to perform an activity that would usually be done by multiple, interacting components. Particularly in a reinforcement learning framework, as in figure \ref{fig:reinforcement-learning}, where the agent is learning by experimenting with the environment, the whole sequence of actions and strategy corresponding to that could be made end to end by training a big complex deep neural network. For instance, an AI system can try to learn optimized trading decisions for a high-frequency trading environment with a complex information set, by trying different strategies in a simulated but realistic trading environment.

The implications of this choice of architecture for software validation are stark. Because, there are often no meaningful low-level requirements to capture in such framework and hence, support validation. Everything is learned and implemented end to end and often too complex to understand which section is doing what and why. Validation for a trained system like this can be done by means of a test environment with simulated inputs (separate from the training environment) and trialing in a real environment without making any realistic action (e.g., check what trading decision the AI system will make without actually executing the trade). This type of validation in a formal set up (with proper train, test and validation environment) is generally still very novel for the financial sector.

In such complex use cases with highly specialised AI systems, existing procedural, organisational (incl. managerial) and technological frameworks for
iterating software requirements are not quite applicable. In particular, static design methodologies might not be compatible with such non-deterministic ML techniques. This means that building the right test case at inception would become critical and that a wide range of test data (or inputs for simulated test environments) would need to be selected and maintained, in line with the self-learning evolution of the algorithm. But in practice, this is often too difficult to make them representative for the required production use-case. As a result, for many such ML applications, the desired behaviour of a component cannot be effectively expressed and tested as we can do with traditional software logic (see [Sculley et al., 2015]).

**Potential solutions** There is an emerging view in the literature of developing methods that are able to find corner cases through an informed search. That means, rather than iterating through all possible inputs, the methods “strategically” look for areas that have not been covered by the training set. They then employ methods that generate novel data points that “fool” one system but can be checked by other “checker” ML systems. However, our view is that such approaches are still in their infancy, and further work is necessary. In general, stressed testing with extreme inputs has been quite popularly used in traditional statistical models for a long time, which can help for some ML models as well.

Another potential solution is, trialing the new complex ML systems for a fairly long period to identify any such real-life corner cases. During the trialing period, the existing non-ML rule based system can be used for primary decision making, but the new system can still be used as a challenger system to compare both the outcome. This "parallel running" of the ML system can be used to validate its outputs, help to build the end-user’s trust and ability to use it, and iron out any potential issues related to extreme or unknown scenarios.

Finally, to ensure that the ML system is not making drastic decisions from unexpected or unanticipated inputs, a proper ongoing monitoring system should
be in place for live usage. In general, during the actual ML modeling, the model developer should potentially provide the range of inputs within which the system can perform more reliably. If more extreme inputs are experience during live use, the ongoing monitoring system should flag that immediately and let some domain experts look into the situation to override the decision made by the ML system if needed.

The next two sections focus on data validation and explainability.

IV.4.2 Issue 2: Lack of explainability and diagnostic tools for AI

Financial institutions must comply with regulatory expectations and specific regulations when performing regulated activities. For example, assessing the appropriateness of specific financial services or products for individual customers must be performed in compliance with MiFiD II. Financial institutions therefore must be able to formally explain the basis of such decisions, being required to provide evidence on how they comply with regulatory expectations and specific regulations. An inability to do so could expose financial institutions to regulatory fines or some other form of sanction.

As a result, the explainability of any model used to support the provision of financial services, or products, needs to be transparent to regulatory scrutiny so that the financial institutions can assure themselves that they are compliant with regulatory expectations and relevant regulations. Additionally, regulators can also satisfy themselves that the financial institutions that they regulate are compliant with relevant regulations.

This expectation extends to AI and ML models that support the provision of financial services, or products. It may also extend to AI or ML models used by financial institutions to manage their operations and finances given that regulators have expectations regarding their financial and operational resilience. Similar to any statistical model, if the AI or ML model is making judgments on the basis of a misinterpretation of data used to train it, it would be reasonable to expect that a financial institution needs to be able to identify this deficiency and rectify it as soon as possible. And during real world usage, the model’s output should be complying with regulatory requirements.

In rule-based software systems, existing diagnostic tools detect aspects or specific components of the system that may lead to similar problems coming from misinterpretation. For instance, if software produces an undesired result, the exact component that was faulty can be identified, and the code changed to address the issue (Figure 8). More generally, it is possible to rule out classes of undesired behaviours for traditionally engineered software.

Building an ML system equivalent to that where each section or component is clearly understood, is more difficult. As presented by Carvalho et al., 2019, these algorithms can become so complex as to be a black box in terms of the decisions they make. This can prevent a human, expert, or nonexpert from being able to verify, interpret, and understand the reasoning of the system and how particular decisions are made.

AI systems often include large, non-parametric ML techniques which make them very hard to clearly disentangle and understand which sections of them are
faulty component can be identified

Figure 8: Stylised representation of a rule-based system. Source: Authors

A small tree-based ensemble model already can be hard to explain. Source: Authors visualisation based on existing literature of decision tree based models

responsible for certain outputs. For instance, Figure 9 shows a relatively small tree-based ensemble model, which is at the less complex end of the machine learning spectrum. Such models can contain hundreds of trees in practice, whose results get averaged statistically. However, even with a small number of trees, it is difficult to fully explain the model and the importance of different trees and their sub-components in plain English. Due to this type of complexity of the models, their predictions are often difficult to explain and reverse engineer. It is thus not possible to know why exactly something has gone wrong. This, in turn, means it cannot be easily fixed.

This is sometimes referred to as machine learning’s “black box” problem. It is important to note that even if ML models are available for inspection, their size, interconnected nature and complexity make it difficult to explain their operation to humans. For example, an ML model used to predict mortgage defaults may consist of hundreds of large decision trees deployed in parallel, making it difficult to summarize how the model works intuitively. Regulatory authorities have also identified this issue. For instance, the Financial Stability Board (FSB) highlighted in its 2017 report \cite{FSB, 2017} that the lack of interpretability or “auditability” of AI and machine learning methods could become a macro-level risk. Similarly, a widespread use of opaque models may result in unintended consequences. IOSCO (see \cite{IOSCO, 2020}) raised some of these concerns in its June 2020 consultation paper, in particular, on the usage of deep unsupervised
learning algorithms which are at the more complex end of the ML algorithms spectra.

Beyond the algorithms themselves, the operating system and process of an AI-driven software needs to be transparent to ensure that the AI is both trustworthy and can be used responsibly. A more recent publication by the Alan Turing Institute has also raised [Ostmann and Dorobantu, 2021].

The explainability of a model can help us to examine whether it has correctly interpreted inputs to make decisions or learned from some co-occurred information that exist widely among biased training data [Du et al., 2020]. To illustrate this specific issue, we will use an example from AI that recognises images. For instance, in an algorithm that identifies cats in images, the developer may not be able to know if the algorithm truly learned the features of a cat, or whether it learned a feature that co-occurred in all pictures in the training set. For instance, if all pictures of cat in the training set were taken on or near a couch, that may be the distinguishing feature that the algorithm uses. In this case, the developer might not be able to know that the algorithm was right, but “for the wrong reasons”. This is often termed as 'shortcut learning' and difficult to avoid.

**Potential solutions**  
Explainable AI is an active area of research and some recent developments [Lundberg and Lee, 2017] are already showing promise. Such techniques help to understand which factors were most important in a decision-making process. They can indicate when models ignore important parts of the training data set or are learning the “wrong solution”. As compared in the paper mentioned above, Shapley values (SHAP) and LIME are the two popular measures used in this context. The Shapley value, the idea borrowed from game theory, is a solution concept to fairly distribute both positive and negative impacts of different factors to predict the target variable when those factors are working in coalition. The LIME technique attempts to understand the impacts of different factors in the model by perturbing the input of data samples and understanding how the predictions change. In their paper [Lundberg and Lee, 2017], the authors show that Shapley values provide the guarantee of accuracy and consistency whereas LIME is actually a subset of SHAP but lacks the same properties. Hence, in situations where the regulation requires explainability, e.g., "right to explanations" related to credit scoring, the Shapley value could be the only legally compliant method, because it is based on a solid theory and distributes the effects fairly among input features. However, further exploration and discussion with the regulators will be needed in this regard.

It is worth noting that there are a few disadvantages of the aforementioned techniques. Firstly, it can be computationally very expensive to implement these quantification measures. Whilst it is possible to narrow down to a few inputs on the basis of human decisions, explanations quantified using Shapley values always use all the input features, and therefore prove costly. Secondly, it might be difficult to explain these techniques themselves.

There is existing research work on this topic [Lundberg and Lee, 2016], that has tried to improve current practice, and this remains an active area of research.
If it has become clear that the algorithm was right “for the wrong reasons” it may still not be clear or straightforward how to fix the issue. For instance, as described in the above example, if a problem with the training data is identified, currently, re-training with new datasets can be the only way of addressing the bugs in trained models.

In their work on Machine Learning Interpretability: A Survey on Methods and Metrics [Carvalho et al., 2019], the authors compared a wide set of interpretability literature and methodologies, and concluded that one of the key challenges around it is its subjectivity as a concept. The authors argue that interpretability is a very subjective concept and, therefore, hard to formalize or quantify. They also refer to [Mills and Keil, 2004] to state that explanations may highlight an incompleteness, and that interpretability can and should be used to confirm the key criteria that one may wish to optimize. Five main areas that could be improved by good interpretability are, Fairness (to ensure that predictions are unbiased and do not implicitly or explicitly discriminate against protected groups), Privacy (to ensure that sensitive information in the data is protected), Reliability/Robustness (small changes in inputs do not cause large changes in outputs), Causality (by focusing on silo causal relationships e.g. human-AI), and Trust (it is easier for humans to trust a system that explains its decisions rather than just providing the decision). A complete black-box model can not be considered very good unless it achieves robustness in those five areas.

In general, the importance of interpretability should be taken into consideration during the AI system development phase while the model choices are made. Some models are more opaque than others, and an understanding of priority for specific use cases can lead to a more rational use of AI. Finally, even if the model is opaque or "black box", it can still be used as a challenger model until its actions are better understood as mentioned before.

**Beyond interpretability: the issue of entanglement** In order to understand the issue properly, we will try to better understand the concept of entanglement as explained by [Sculley et al., 2015]. Let us consider a system that uses input features $x_1, \ldots, x_n$ in a model. If we change the input distribution of values in $x_1$, even slightly, the importance, weights or influence of the remaining $n - 1$ features may all change. Adding a new feature $x_{n+1}$ can cause similar changes, as can removing any feature $x_j$. So in that sense, no inputs are ever really independent. The paper refers to this as the CACE principle, i.e., Changing Anything Changes Everything. CACE applies not only to input signals, but also to hyper-parameters, learning settings, sampling methods, convergence thresholds, data selection, and essentially every other possible tweak related to a robust ML model design.

The problem gets exacerbated further, if the individual ML-based components are put together, constituting a system of interacting ML components. In such systems, components can have complex influences on each other. When the quality of a component’s outcomes depend on the output of previous components, blame cannot easily be assigned to individual components without decoupling
Potential solutions  One possible mitigation strategy is to isolate models and decompose them in smaller sets to explain a decision. But this approach is only useful in situations in which sub-problems could be split into several sub-sets and where the errors in the component models are uncorrelated [Sculley et al., 2015]. In general, it could also be mitigated in the ML system design stage. The main problem in hand can be segmented in mutually exclusive and collectively exhaustive problems solved by separate but comparable ML components, where dependency among components can be minimized. However, for all problems such segmentation may not be possible without sacrificing model performance or accuracy.

Accuracy or robustness?  More generally, we view that in most of the cases there will be a trade-off between accuracy and robustness in AI based software, which will make it more difficult to test and explain. Accuracy measures how correctly the model can predict the target variable. On the other hand, robustness measures how much an algorithm is able to cope with input errors or extreme values during execution. Artificial intelligence algorithms usually make decisions via optimising across a number of variables to achieve a given objective. It is generally not feasible to get an optimal output across a whole input space, without compromising robustness [Su et al., 2018, Zhang et al., 2019]. That means, if a model (which is more complex or powerful) has high accuracy, it can capture signals from different input variables quite nicely. But it also means that the model prediction can simply blow-up (i.e., give some extreme impractical predictions) if some of the inputs receive extreme values, potentially outside the input range the model is trained on. So the model is not very robust to handle noisy or extreme values. On the other hand, if another relatively simple model is robust enough to handle such extreme values, it is less able to capture all the subtle input signals needed to make a very accurate prediction.

As an example, a deep neural network that is trained to classify images might use low-level details (say a texture) to identify an object, delivering high accuracy. However, this means that a semantically irrelevant permutation of this low-level texture will result in misclassification, which means that the classifier is not robust. Given the increasing use of image processing for KYC by FinTechs and neo-banks, we need to be aware of the challenges. At the time of writing this paper, the research into the trade-off between accuracy and robustness is still a nascent field, and we still do not have good answers on how this trade-off could be improved, but we note that this problem was examined by an EU commission technical report. The report notably recommends adopting transparency at the conception stage and emphasizes the need for an explainability by design approach [Hamon et al., 2020]. This accuracy vs robustness trade-off becomes more complicated to identify or understand in some of the modern ML techniques, e.g., deep learning and First and Frugal tree [Luan et al., 2011]. The same model could actually be highly accurate for a given set of inputs and highly robust for another. Hence, someone can argue that such trade-off mentioned above does
not actually exist or at least, is not model dependent. For most of the use cases and popularly used models, we believe that it is important for the ML model developers to be careful about this trade-off. And more generally, it is useful to be aware of different schools of thoughts related to this.

**Potential solutions** In general, it is important to adopt a definition for robustness and accuracy\(^{[10]}\) given the importance of both of these measures for AI-based software. Robustness will be taken to refer to the capacity of software to remain unaffected by small variations in test or live conditions, and accuracy to refer to how closely the software’s output aligns with the expected output or the realised output (the latter being output generated by back-testing). Such validations and testing are generally difficult to accomplish by using a simple tick-box approach. Hence, an agreed framework to measure them can be useful. Use of a cross-validation approach together with stress testing the models with extreme inputs can often be very effective.

**IV.4.3 Issue 3: Difficulty of data validation when using ML**

To understand this issue better, let us take the example of complex derivative pricing software for a given derivative. The model would use a snapshot of everyday data to calibrate and calculate a price. There will be model risk associated with the way the price is calculated, and proper validation of the input data used to perform the calibration will be necessary to ensure that it is reliable and within the right range (usually performed by an independent reviewer). That price will then be used by a human to quote transactions, or by algorithms to manage risks. In a machine learning based software scenario this process would be quite different. The machine learning algorithm would look at a broader dataset of information including: historical prices ranges, any input model settings, and may also include relevant news and timing information. This data will be used by the algorithm to learn how to price the derivatives and risk manage it dynamically. It is no longer sufficient to verify that a given data snapshot of a few variables is reliable. Now, a whole evolving dataset needs to be validated to ensure that the machine learning algorithm does not learn in a skewed way (specially when the training data is imbalanced, i.e., more or less data for certain price ranges it is predicting). Data therefore plays a critical role in ML. Every ML model is trained and evaluated using datasets, and the characteristics of these datasets will fundamentally influence a model’s behaviour. A model is unlikely to perform well in a live environment if its deployment context does not match its training or evaluation datasets, or if these datasets reflect unwanted biases [Gebru et al., 2018].

In recent examples concerns were raised when it was shown that ML models can reproduce or amplify unwanted societal biases reflected in datasets. Much like

a faulty capacitor in a circuit, the effects of these biases can propagate throughout
an entire ML system. For example, the authors in [Buolamwini and Gebru, 2018]
found that three commercial gender classifiers had near-perfect performance
for lighter-skinned men while error rates for darker-skinned women were as
high as 33%; Amazon cancelled the development of an automated hiring system
because the system amplified gender biases in the tech industry [Dastin, 2018].
[Holstein et al., 2019] found that many industry practitioners turn first to
datasets when problems have been identified, but that the sources of such
issues can be difficult to identify.

In summary, datasets become an important modeling factor that needs vali-
dation as a key model input, rather than just traditional data cleaning. Standard
data validation approaches focusing on data correctness, outlier detection and
faulty labels identification may not be enough.

Let us try to understand how the datasets are treated for ML modeling. Generally, input datasets are split into three parts: (i) training data, used to
train the model; (ii) validation data, used to calibrate the model settings; and
(iii) testing data, used to check its accuracy with unseen data. Given they are
cuts of the same larger dataset, the biases in that original data also become part
of the test data. And there are relatively few approaches available to validate
input datasets to resolve such issues that are very crucial for an ML system
validation, e.g., biases, test-set dependency etc.

As such, we view that non-validated data can lead to three types of biases:

1. Mathematical bias that comes from the data not being appropriate for
the adopted statistical measure to analyse them or from the data being
erroneous (for example, mathematical/statistical technique assumes certain
patterns or distribution in the input variable which if incorrect or imprecise
leads to calibration errors).

2. Ethical bias where the disproportional representation within data discrimi-
nates against part of a given population on certain (potentially sensitive)
characteristics such as race, religion, gender etc. Both IOSCO and the
FSB for example view this as an area of concern (Cf. [FSB, 2017] and
[IOSCO, 2020]).

3. Decision bias arising due to controls/optimisation constraints from the
algorithm settings, governance or controls (this is often related to data
snooping, when the model gives the result what we want rather than what
it should). This can lead to risks of taking biased decisions that impact
the firm/the market.

There is an active discussion around these biases. For example, the areas
where AI usage might grow rapidly could be lending, insurance and mortgage
attribution. If an ML model is trained on say, 20 years of historic data that,
classifies certain attributes as high risk - eg. postcode (see [Larson et al., 2015]
and [Zarsky, 2014]), it could lead to a form of ethical bias. This is a known problem
in AI usage across a number of variables that would inform its decision-making
objective (see [Buolamwini and Gebru, 2018], [Learned-Miller et al., 2020], and
Even if such variables are explicitly removed (e.g., postcode, gender etc.) from the input variables, their correlation with other included variables (i.e., occupation, which could be correlated to postcode) could still lead to such bias.

Potential solutions A few solutions are starting to be developed to protect an ML model from poor quality input data. For example, repeating data selection, where we can randomly sample from given data with replacement to create many training data sets and compute variance to understand its suitability for modeling. The final trained model is generally more robust when trained repeatedly with all those samples created.

Mathematical and decision bias are relatively easier to avoid with good ML modeling practice. But ethical bias is often difficult to identify or overcome. Potential solutions mentioned to overcome model interpretability or explainability challenges (issue 2) can help here as well to understand the influence of different factors. To better flag all kinds of bias in datasets, have developed a method “datasheets for datasets” approach, which proposes that every dataset be accompanied with a datasheet that documents its motivation, composition, collection process, recommended uses, biases. Several big tech firms have built-in methodologies, often based on testing data samples to detect faulty or skewed data before it affects performance. In their paper, the authors proposed correlation network graphs as a way to promote understanding by displaying important and complex relationships in a dataset. They suggested that, correlation network graphs can enhance trust in a model if variables with thick connections to the target are important variables in the model. Also, common sense relationships displayed in the correlation graph (also, coming from domain knowledge) should be reflected in a trustworthy model.

IV.4.4 Issue 4: Parallelisation raises sequencing risks

Parallelisation refers to a type of computation where processes are performed simultaneously, rather than being performed sequentially. AI systems that are implemented using neural networks rely on numerical computation, and often run in a highly parallelised fashion, say on Graphic Processing Units (GPUs), with tens of thousands of computational units. This means that the computation is split into independent parts, which are processed simultaneously on separate units. The results are subsequently collated. Such numerical optimization tasks are generally sequential in nature, and if we try to make them parallelisable using some kind of approximation algorithms or heuristics, the numerical precision of the computations could be reduced heavily.

Experience from numerical analysis gives strong evidence that low-precision computations lack robustness with respect to the ordering of the operations. In order to deliver higher speed, GPUs and clusters do not guarantee a deterministic

---

11Relying on the combination creates a strong entanglement: improving an individual component model may actually make the system accuracy worse if the remaining errors are more strongly correlated with the other components. [Sculley et al., 2015]
ordering of the computations they perform. Algorithms need to be crafted very carefully to mitigate these effects [Stoer and Bulirsch, 2002].

In effect this means that, in a parallelised ML model training it can be the case that the same job is repeated but a different result is obtained, because of different random initialisation. This may be exacerbated when switching to different hardware, compiler, GPU driver or computational library if not careful.

Possible solutions To avoid or minimize this issue, the practitioners need to take care of it in the ML model design stage, they need to make sure that the modeling framework is robust enough. During the choice of heuristic, it is important that the model developers are aware of the upper bound of the error they can potentially make because of parallelisation. There are plenty of post-modeling tests the developers can perform to understand it better. It may increase computation cost, but in general, writing code with a robust numerical algorithm might be preferable compared to expanding the code just to increase precision. Testing and training algorithms on small chunks of data in a parallelised context, rather than try to make algorithms trained and tested in silo operated in parallel, might lead to better results. Some papers have begun examining this issue [Kamp et al., 2017]).

IV.4.5 Issue 5: Novel issues arising from integrating AI in systems

In traditional software validation approaches, the interaction among interfaces is tested by building an abstracted model of a system of interacting components and running through a large number of test cases. Some simplifications have to be made of the workings of individual components to keep the task computationally manageable. The more components a system has, the bigger the computational challenge becomes to test the system. When ML components are introduced, for example to improve accuracy, this can make validation significantly more challenging. This is in part as it increases the non-linearities and increases the risk of other issues such as over-fitting. Some papers examined some 'rectified' algorithms to account for that (see [Kulathunga et al., 2020]) whilst research teams have examined continuous integration for ML software (see [Karlaš et al., 2020]).

Moreover, and because of the highly non-linear nature of ML algorithms, there is a “potential for competing or mismatched nonlinearities in model components” (see [Goldstein and Coco, 2015]), e.g. if there is a mismatch between ML derived and theoretical components in a numerical model (see [Goldstein et al., 2014]). Such mismatches can inhibit the developers’ ability to understand sensitivity over a broad range of input parameter values.

A separate way in which system-level validation can become more difficult when ML is introduced, can be termed as “correction cascades” as mentioned in [Sculley et al., 2015].

As mentioned in the paper, there are often situations in which a model $m_a$ for a problem $A$ exists. But, we need to find solution for a slightly different problem $A'$. In this case, one can try to learn a model $m'_a$ that takes outcome from $m_a$ as input and learns how to make a small correction, as it can be a
faster way to solve the problem. However, this correction model has created a new system dependency on \( m_a \), making it significantly more challenging and expensive to maintain and implement improvements to that model in ongoing basis. The cost increases when correction models are cascaded down the line. For example, suppose there is another model for problem \( A'' \) learned on top of \( m_a' \), and so on, with several slightly different test distributions. Once in place, a correction cascade can create an improvement deadlock, as improving the accuracy of any individual component actually leads to system-level updates. It can become more complicated if there is any circular dependency because of poor design principles. Yet another way in which this can occur is, when an ML output changes qualitatively over time, due to re-calibration or data drift, affecting other parts of the system. Note that there is also a systemic dimension to the data validation point (issue 2).

**Possible solutions**  The model-cascading issue mentioned above is often observed in the financial industry. For example, in credit risk management, model developers often build an Internal Ratings Based (IRB) model first. After that, the outcomes from these models are used for developing other models (eg. accounting models used by auditors to calculate impairment provisions). Maintaining and updating two different suites of models can be challenging as the requirements for them can change independently. One potential solution to avoid such an issue is that one can add the input mode features from \( m_a \) (as mentioned in previous section) directly while creating a separate model for \( A' \). In this case the models can be maintained independently. However, additional cost for a fresh model development should also be considered. If such model cascading can not be avoided, a rigorous and transparent ongoing model motoring system should be in place, with clear allocations of responsibility among different stakeholders.

**IV.4.6 Issue 6: AI algorithms can systematically learn to play sophisticated collusive strategies**

In a corrupted market environment, companies or market participants, which should ideally compete against each other, may conspire to work together in a non-competitive, secret or often illegal manner. This is termed as collusion. AI systems - through their learning techniques - can automatically learn to adopt collusive strategies. In the event of large scale ML model or AI system adoption to make pricing decisions, for example, this could have a material impact on markets. In an OECD (Organisation for Economic Co-operation and Development) paper \[ OECD, 2017 \], the authors raised concerns related to this potential issue, and discussed some of the challenges such algorithms present for competition, law enforcement and market regulation (the latter very relevant to financial markets).

In their experiments \[ Calvano et al., 2020 \], the authors constructed AI pricing agents and let them interact repeatedly in controlled environments to learn

\(^{12}\)IRB models are used for regulatory purposes to understand capital requirements.
about optimal pricing decisions. They have found that even relatively simple pricing algorithms systematically learn to play sophisticated collusive strategies. Because of the black-box nature of such algorithms as mentioned before, particularly for such reinforcement learning algorithms, it is very difficult to trace how they have learned to take such strategies. They learn to collude purely by trial and error, with no prior knowledge about the environment and even without communicating with other pricing agents. They don’t need to be specifically designed or instructed to collude. For fair competition policy, this is a serious challenge and proper validation to avoid such situation is very difficult.

Possible solutions There is not yet an established technical solution to address such issues. However, more awareness can help to identify such issues sooner. One may even suggest to ban usage of such smart AI altogether in pricing decisions. Even if one argues that this move is not regressive, implementing such restrictions could be quite difficult in practice. [Beneke and Mackenrodt, 2021] have explored how fines, structural and behavioural remedies can serve to discourage collusive results while preserving the incentives to use efficiency-enhancing algorithms. Theoretically, the market participants can build other ML algorithms to identify such collusive strategies as soon as they are made by the pricing algorithms and then explicitly program them to abandon that strategy (or flag the identification to a human). However, more research is needed on this and good collaboration will be required among computer scientists, economists, and legal experts before making a concrete policy move.

V Conclusion: Key take-aways and next steps

In conclusion, the below key points should be borne in mind, in our view, by financial institutions when developing AI/ML solutions to support the provision of financial services:

1. ML software development is data driven rather than hand-crafted rule based making the technology hard to test conventionally, further exacerbated by end-to-end ML systems.

   Software validation may need to move from testing based on requirements to validation based on representative test data sets. These should include “corner cases” or “tail event” cases, representing scenarios not catered for by training data sets.

2. ML’s “black box” nature can make it impossible to interpret how decisions are made. “Explainability” techniques may help attribute which factors are most important in a decision making process, but this may not enable identifying which part of a big ML model framework is responsible for any undesirable model behaviour. Entanglement can also mean inputs are not independent with complex interdependencies between ML components. Decomposing ML models into smaller parts to generate decisions can add clarity although such opportunities may diminish as ML architectures become more end-to-end.
3. The characteristics of training data sets fundamentally influence ML model behaviour, potentially replicating or amplifying data set bias. Training data sets must be validated to ensure they are correct and representative, addressing outlier data elements and faulty labels. Data sets used for different purposes such as ML training, calibrating ML models or checking the accuracy of ML models should be free of common biases or flaws to ensure that they are fit for the specific use case that they are applied to. Emergent solutions exist to ensure that data sets are fit for purpose including: repeating data selection in a random way; formally documenting the composition, collection process, recommended uses, and inherent biases of data sets; development of methodologies to detect faulty or skewed data sets; and network graphs to visualise data sets and highlight data relationships graphically.

4. Using parallel processing to support ML models can result in unintended or inconsistent outputs disruption if the ordering of computational steps and processing takes place out of sequence because of poor overall modeling framework. It’s important that the ML models, particularly when there are inter-dependencies among components and different sub-models, have robust controls over the ordering of computation steps.

5. ML models are non-deterministic in nature. Some commentators have observed challenges associated with integrating non-deterministic ML models with software components that are deterministic, i.e. procedural in nature, when for example the output of an ML model changes qualitatively over time, due to re-calibration, impacting integrated software components.

As mentioned in the beginning of this paper, AI is increasingly becoming an area of focus of various regulators and governance bodies. Some guidance and discussions around testing and validation of AI have been published (see for example the BdF and ACPR discussion paper [Dupont et al., 2020]). However, the interaction of AI with existing software is seldom discussed. Based on our identified features of AI/ML, and as a starting point for debate, we suggest that policy makers and firms’ governance bodies consider the following check-list for AI validation:

- Given that AI software is primarily used for decision making (either directly or indirectly), consideration should be given to an accountability regime around it. An accountable person could be, for example, responsible for delegating the decision making process to AI system for certain operations, and another person could be held accountable for how the AI itself makes decision.

- Given AI will generally be integrated into existing software, this might cause some unexpected behaviours both from the AI and existing software components. Therefore, it will be important to identify if any retesting of the existing traditional software is needed when integrating an AI component into it.
• There needs to be a process by which the integrity of data and models used for AI software operations is verified. In particular, our three identified possible sources of bias: Mathematical, Ethical and Decisional need to be considered at inception. This should also include checking and validating training data sets.

• Any software validation may need to consider the three risks we defined in section II, Model risk, Data risk and Technology risk and whether the inter-dependencies between these are understood and documented.

• An explainability strategy should be defined for each AI process, and assessed by an independent governance body. Traceability of decisions via automated logs is highly recommended.

• Regular stress testing of AI processes under extreme conditions and scenarios should be considered.

More generally, we would suggest that as AI usage grows, the delegation of decision making to automated processes should always be accompanied by humans continuing to take these decisions at a smaller scale, at least in the earlier days of the AI system. Regular comparison between human and AI decision would be also important for ongoing monitoring. These are all our subjective views aiming to start a needed discussion on this field. Other literature went beyond our scope and considered possible risks from the usage of AI in regulation and risk management practices (see [Danielsson et al., 2021]).

We have tried to highlight in this paper why existing software validation processes will need to be revised to accommodate the inclusion of AI components in IT systems. We have also stressed on the importance of data in the context of AI (including ML), both from the perspective of training and test sets. As the application of human-designed hand-crafted logic is less in AI software compared to traditional software, required logic is directly learned from the data, it is very important to be careful about this input data. Finally, integrating ML into existing rules-based software comes with its own distinct challenges. The non-deterministic nature of AI and ML, often coupled with large-scale parallelisation, means that traditional regression testing (i.e., re-running functional and non-functional tests to ensure that previously developed and tested software still performs after a change made) cannot guarantee robustness. Again, currently, no water-tight approaches exist to address these challenges.

All areas of the financial system may not apply AI or ML to an equal degree, across organisations and even across business units within the same firm. As a result, the extent of the challenges posed by AI and the applicability of solutions will also vary. We have not focused much on application-specific challenges in this paper. One can consider that as a next step where more opinions from subject matter experts can be incorporated. Similarly, as a next step, one can try to work on more application-specific financial regulations highlighting any gap in existing regulations in a more explicit manner.
ML, and AI in general, can also help to automate a lot of the existing testing processes themselves and may improve the capacity we have now to test software, improving resilience. Therefore, creating the right framework for AI software testing could yield wide-reaching benefits, with the appropriate regulatory focus.
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